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Abstract We review some recent advances in quan-
tum mechanical methods devised specifically for the
study of excited electronic state of large size molecules in
solution. The adopted theoretical/computational frame-
work is rooted in the density functional theory (DFT)
and its time-dependent extension (TD-DFT) for the
characterization of ground and excited states, in the
polarizable continuum model (PCM) for the treatment
of bulk solvent effects, and in time-dependent quantum
mechanical methods for chemical dynamics. Selected
applications to the simulation of absorption spectra, to
the interpretation of time-resolved experiments, and to
the computation of dissociative electron transfer rates
are presented and discussed.

Keywords Excited states · Quantum mechanical
calculations · Solution · Dynamics · Time-dependent
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1 Introduction

A deeper understanding of the static and dynamic prop-
erties of excited electronic states is fundamental for
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many photochemical and photophysical processes of
high technological or biological interest [1,2]. Just to
make some examples, many advances in the field of laser
technology, solar cells, and imaging exploit the possibil-
ity of controlling the excited state behavior of suitable
photoactive molecules. Electron transfer (ET) reactions,
ubiquitous in biological processes such as photosynthe-
sis or oxidative phosphorilation involve excited states,
and photoisomerization reactions are at the basis of the
vision.

All these fields are receiving significant benefits from
the ongoing developments of the experimental tech-
niques allowing for the accurate detection and charac-
terization of short-lived species [3,4]. The continuous
progress in the ultrafast laser technology has allowed the
developments of new research fields such as femtochem-
istry, devoted to the understanding and, more recently,
to the control of the elementary excited-state reactive
chemical processes [5]. Furthermore, the advances in
pump and probe time-resolved experiments made
absorption and fluorescence spectroscopy, which have
always been a source of fundamental information on
many chemico-physical molecular features, the ideal
tools to monitor the time evolution and the outcome
of many reactive processes.

However, due to the large number and complexity of
the effects that can potentially influence photophysical
and photochemical processes, it is not always easy to dis-
close all the information contained in the experimental
results, limiting the potentialities of these techniques.

In such a scenario, being able to characterize the
excited state behavior by using computational
techniques would be extremely useful, and it would
increase the amount of information derived from exper-
iments[6–8]. Furthermore, theoretical methods make
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easier to evaluate the mutual influence of the many sub-
tle effects determining the final outcome of a reactive
process. This possibility is very important in order to
establish some general and transferable rules enabling
to predict and, at the occurrence, to alter the dynamics
and the fate of the process of interest.

However, using theoretical methods to obtain a static
and dynamic description of the electronic excited states
in molecules of technological and biological interest is a
very demanding task.

First, an accurate quantum mechanical method is nec-
essary to determine excitation energies already in the
gas phase. Furthermore, it is important to correctly
describe the excited state stationary points, by perform-
ing excited state geometry optimizations. Since techno-
logical and biological processes usually involve quite
large systems, this computational method should be fea-
sible for medium/large size molecules.

Of course, the usefulness of computational methods
would be quite limited if environmental effects could
not be taken into proper account since almost all the
above-mentioned processes occur indeed in solution. As
a consequence, even a qualitative agreement with exper-
iments requires the use of a suitable solvation model.
The inclusion of environmental effects involves addi-
tional difficulties: not only the solvation model should be
able to provide an accuracy comparable to that attained
in vacuo but also in solution any problem involving
excited states becomes intrinsically dynamic. Solvent
reaction field couples indeed the ground state density
with the density correction and the orbital relaxation
arising from the electronic transition. Furthermore, the
coupling is modulated by the solvent relaxation times.

The above considerations clearly show that several
requirements must be fulfilled in order to obtain a reli-
able static description of the electronic excited states.
But chemical processes are dynamical in nature and it is
important to pursue also time-dependent approaches to
their study. In fact, chemistry is much richer than what
stationary states can tell (just think to possible effect
of coherence), and this is particularly true in the field of
ultrafast processes started or even driven by laser pulses.
In the latter situation, stationary states simply do not
exist since the molecule is governed by a time-depen-
dent Hamiltonian(see also [9]). Two general schemes
are actually pursued to study these processes: classi-
cal (CD) and semi-classical (SCD) [10] computations
based on the motion of bunches of trajectories released
on the excited surface with suitable initial conditions,
and proper quantum dynamics (QD) treatment. This lat-
ter has a very unfavorable scaling of the computational
cost with the dimension of the system to be treated,

even if remarkable improvements have been introduced
recently with the MCTDH method [11]. Moreover, QD
methods require the knowledge of the functional form
of the potential on which the nuclei move. While this
is in principle always obtainable by fitting the results of
electronic computations on proper grids in coordinate
space, this procedure in practice is feasible only for small
molecules. CD and SCD methods scale much better with
the dimension of the system (especially CD ones) and
can be performed “on the fly” computing for each tra-
jectory energy and forces at each propagation step [12].
Unfortunately, CD results in realistic systems may be
sensibly different from correct quantum ones [13], and
moreover, computational reasons impose to resort to
less accurate electronic description when one wants to
apply them to large size molecules. Therefore, together
with performing all coordinates on the fly CD computa-
tions, it is still highly desirable to pursue QD studies on
models of restricted dimensionality, based in this case on
reliable surfaces obtained with accurate methods. Such
studies often reveal of paramount importance to figure
out and test possible dynamic mechanisms in ultrafast
processes.

In the past few years, considerable effort has been
made to deal with excited state problems of even
medium size molecules not only in the gas phase [6,14–
17] but also including environmental effects[18–21]. In
this paper, we report the basic aspects of our approach,
confirming that the recent advances in the quantum
mechanical methods allow to reliably treat the excited
state behavior of large size molecules in solution. After
concisely discussing the most significant aspects of the
theoretical/computational framework we employ, we
present some selected applications (see Fig. 1).

We will start from the completely ab initio calculation
of absorption spectra in condensed phase, that, although
being one of the most basic experiments involving
excited states, requires that many methodological tools
have reached a high degree of accuracy. We will then
show how the complete exploration of the excited state
PES can help in the rationalization of sophisticate pump
and probe experiments on interesting molecules such as
stilbene, cyanine, and DNA bases.

The discussion of the results concerning the complete
ab initio calculation of the dissociative electron trans-
fer (DET) rate in polypeptide systems will constitute a
further step toward the dynamical characterization of
biological systems.

Finally, we will show the potentiality of QD studies on
a simple model for the initial mechanism of depletion of
the excited population in a derivative of uracil, a DNA
base.
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Fig. 1 Schematic picture of the systems and of the processes
examined in the present study: a Parabenzoquinone; b 5fluoro-
uracil·4H2O; c,d trans-stilbene and trans-stiff stilbene (dihedral
rotation involved in the photoisomerization to the cis isomers
is depicted); e NTK88 trans (dihedral rotations involved in the
photoisomerization to the cis and d−cis isomers are depicted); f
Phtalimide-Aib2-peroxo system (DET reaction is depicted)

2 Theoretical methodology

2.1 Excited state calculations

As discussed in the introduction a method coupling
accuracy and computational feasibility is necessary. We
thus selected the time -dependent extension of den-
sity functional theory (TD-DFT) as reference compu-
tational method[22–24]. TD-DFT recently emerged as
a very effective tool, since, when coupled to suitable

density functionals, it probably represents the best
compromise between accuracy and computational cost
for describing the excited state behavior in medium/large
size molecules, often reaching an accuracy compara-
ble to that of the most sophisticate (but too expensive)
post-Hartree–Fock methods[25–30].

The recent implementation of TD-DFT analytical
gradients [31–34] allows for the determination of the
excited state stationary points and their properties (e.g.
the multipole moments), with a good agreement with
experiments despite the limited computational costs.
Harmonic frequencies can be obtained by performing
numerical differentiation of the analytic gradients, and
the subsequent vibrational analysis has provided encour-
aging results in several systems.

On the other hand, besides the treatment of elec-
tronic states within intrinsic multireference character[1,
2], there are other cases in which DFT could exhibit
some deficiencies in properly describing excited states
(i) involving charge separation, or (ii) with substan-
tial contributions from double excitations [35–38]. In
this respect, it is worthnoting that interesting attempts
to overcome the above limitations have been recently
proposed [37–43]. However, for electronic transitions
which involve only partial intramolecular charge trans-
fer(CT), the underestimate of the excitation energies
by TD-DFT, due to spurious self-interaction, may be
controlled by the use of hybrid functionals. An exam-
ple is provided by 4-(N, N-dimethylamino)benzonitrile,
where the molecular orbitals involved in the CT transi-
tion partially overlap (see Fig. 2).

Gas-phase test calculations [44] performed using the
PBE0 functional [45] and various basis sets provide
overestimates equal to �E = 0.29 eV (6-31G(d) basis
set), �E = 0.16 eV (6-311+G(d, p)) and �E = 0.14
eV (aug-cc-pVDZ) over the experimental value 4.56 ±
0.1 eV [46]. Previous TD-DFT calculations [47] using
B3LYP functional and TZVPP basis set provided �E =
0.11 eV. All TD-DFT results are comparable to exci-
tation energies computed using post-HF methods, such
as multireference perturbation configuration interaction
(CIPSI, �E = 0.22 eV [48]), CASPT2/ANO (DZ) [49]
(�E = −0.18 eV) and STEOM-CCSD/cc-pVTZ [50]
(�E = 0.14 eV).

Moreover, if a full investigation of the PES coupled
with a higher degree of accuracy is needed, the most effi-
cient approach is an integrated protocol using TD-DFT
to explore wide regions of the PES and a more sophis-
ticate computational method to refine the energetic of
the reaction.

As already pointed out, the accuracy of the com-
putational results depends on the density functional
employed. We choose PBE0 hybrid functional [45], in
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Fig. 2 Molecular orbitals
involved in the CT transition
for 4-(N, N-dimethylami-
no)benzonitrile

which the spurious self-interaction is partly cured by
hybridization with Hartree–Fock exchange. In PBE0 the
amount of exact exchange has been determined in order
to fulfill a number of physical conditions, without resort-
ing to any fitting procedure [45]. PBE0, obeying both the
Levy condition [51] and the Lieb-Oxford bound [52],
provides a fairly accurate description of the low den-
sity/high-gradient regions. On the average, TD-PBE0
excitations energies are thus more accurate than those
provided by other commonly used hybrid functionals,
such as B3LYP [25]. Despite the absence of adjustable
parameters, PBE0 has thus shown to provide a reliable
description of the conformational equilibria [53–56] and
the excited state in biological systems [25–29], as well as
an overall degree of accuracy comparable with that of
the best last generation functionals [57].

Density functional theory has shown to be able to
provide a reliable prediction of the vibrational frequen-
cies and using TD-DFT is possible to obtain a balanced
description of the ground state and excited state vibra-
tions.

2.2 Solvation model

On the ground of our previous experience, we selected
the so-called polarizable continuum model (PCM) [58,
59] as a reference method for including solvent effect. In
this model the solvent, represented by an homogeneous
dielectric, is polarized by the solute, placed within a cav-
ity built as the envelope of spheres centered on the sol-
ute atoms. The solute–solvent electrostatic interaction
operator is defined in terms of a set of apparent surface
charges placed in the middle of the tesserae, i.e. the small
tiles which the cavity surface is finely subdivided in.

Polarizable continuum model has shown to provide
a reliable description of solvent effects on both ground
and excited state properties [58,59]. A PCM formula-
tion directly applicable to TD-DFT calculations does
exist [60], and it has been successfully applied to the
study of the spectroscopic behavior of the several chem-
ical systems in solution. Furthermore, analytical first
derivatives have been recently implemented, allowing

for effective excited state geometry optimizations [34].
Finally, besides the traditional implementation based on
linear response theory [60], a new state-specific version
of PCM/TD-DFT (allowing for a more balanced treat-
ment of dark and bright electronic transitions) has been
recently proposed [61].

When dealing with excited states properties in solu-
tion, it is important to take solvent relaxation time into
the proper account. A simple but very used approach
is to define two limit regimes for the solvent degrees
of freedom: the non-equilibrium and the equilibrium
regime [62,63]. The former is more suitable for treating
solvent reaction field to very sudden variations of the
solute electronic density (as those involved in an elec-
tronic transition). In this regime, only solvent electronic
polarization is in equilibrium with the excited state elec-
tron density of the solute, while the solvent nuclear
polarization remains equilibrated with the ground state
electron density. The equilibrium regime corresponds to
processes “slow” enough (for example emission from
long-lived excited states) to allow the whole solvent
nuclear relaxation. In this case, all the solvent degrees
of freedom are in equilibrium with the electron density
of the state of interest.

Both equilibrium and non-equilibrium effects can be
easily treated within the framework of the PCM method.
The solvent reaction field in the non-equilibrium regime
depends in the PCM formalism on the dielectric constant
at optical frequency (εopt, usually related to the square
of the solvent refractive index n, εopt = n2). PCM equi-
librium solvation is instead ruled by the static dielectric
constant (ε). More complex time dependent solvation
effects can also be described in the PCM framework,
simply by introducing a time dependence in the appar-
ent charges [64,65].

Finally, it is worth of mention that in several systems
bulk solvent effect is not sufficient for an accurate treat-
ment of the statistical and dynamical of the excited state
properties. In those cases, the inclusion of a limited num-
ber of explicit solvent molecules of the cybotactic region
is usually able to restore the agreement between com-
putation and experiments [66,67].
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2.3 Time-independent approach to the computation
of CW spectra

Optical continuous-wave (CW) spectra measure the
intensities of radiative transitions between molecular
stationary states. It is thus possible to compute them
relying entirely on a time-independent approach (an
alternative route is possible, see Sect. 2.4). We focus
here on absorption spectra but the computation of flu-
orescence spectra is completely analogous. The energy-
domain expression for the stick absorption spectrum
from the electronic state |e′〉 to |e〉 is

σabs(ω) = 4π2ω

3c

∑

j′,j
pj′ |µj′,j|2δ(Ej′ − Ej + h̄ω), (1)

where µj′,j = 〈j′|〈e′|µ|e〉|j〉 are the transition dipole
moments, |j′〉 and |j〉 the vibrational states of |e′〉 to |e〉,
respectively, Ej′ and Ej their energies and pj′ the Boltz-
mann population of initial states |j′〉 [68]. In condensed
phase finite-time relaxation of the solvent can indeed
affect the spectrum by modulating the energies and
wavefunctions of the vibrational states |j〉. Therefore,
it is useful to adopt the approach of the two time-regime
limits described in the previous section, and define con-
sequently non-equilibrium (σ neq

abs ) equilibrium (σ eq
abs)

limits to the spectrum [62]. In line of principle the non-
equilibrium limit is more suited for absorption spectra.
Nonetheless, when dealing with fluorescence spectra the
ability to describe equilibrium/non equilibrium regimes
[62] and possible intermediate cases can make calcula-
tion of spectra a powerful though an indirect tool to
investigate solvation dynamics for large systems. We
have developed a general computational method to com-
pute absorption spectra for medium/large size mole-
cules, which is grounded in the framework of the
harmonic approximation. State-of-the- art TD-DFT cal-
culations [69] allow a complete and balanced description
of the molecular vibrations of ground and excited elec-
tronic states for medium/large size molecules, also in
condensed phase when coupled to the PCM method.
Transition moments (see Eq. 1) can therefore be com-
puted if one is able to evaluate Franck–Condon (FC)
overlaps among generic vibrational states of the
involved electronic states. This is done exactly accord-
ing to the recursion formula of ref [70]. However, a
judicious choice of the integrals to be computed is man-
datory when dealing with medium-size molecules (N
vibrational modes) if one wants to avoid unfeasible
computational costs (considering up to quantum num-
ber m on each oscillator requires the computation of a
number mN integrals. Such a number grows steeply with
N, becoming easily unaffordable).

We devised an efficient selection criterium which is
based on intensity, and an a priori estimate of the values
of the set of integrals to be computed [71,72], and imple-
mented it in a development version of the Gaussian
package [73].

2.4 Time-dependent methods for chemical dynamics

Besides being mandatory in the description of dynamical
processes, time-dependent methods also provide alter-
native routes to compute static quantities as in the case of
CW absorption spectra, according to the expression [68]

σabs(ω) = 4πω

3h̄c

∑

j′
pj′�

×
⎡

⎣
∞∫

0

dt〈e′|〈j′|µUM(t)µ||j′〉|e′〉 exp(i(Ej′ + h̄ω)t)/h̄)

⎤

⎦ ,

(2)
where UM(t) is the evolution operator depending on the
molecular Hamiltonian HM, and � indicates that only
the real part of integral must be considered.

Our computational methodology is well suited for
model systems of ultrafast (also non-adiabatic) chemical
processes in reduced dimensionality which can be faced
by a full quantum-dynamical treatment. Nuclear wave-
function is expressed on the set of basis functions (FBR,
function basis representation) or on a grid of points
(Fourier method) and it is propagated in time by numer-
ically solving the time-dependent Schrödinger equation
[74]. This is accomplished utilizing different propaga-
tors, and in particular the re-orthogonalized Lanczos
[75,76] one. This scheme also allows, with only a modest
increase of the computational cost, to take into explicit
account the action of time-dependent electromagnetic
fields.

In the aim to develop general tools for quantum
dynamics, the representation of the nuclear wavefunc-
tion on a grid of points is very promising since, making
diagonal the potential operator, it allows to solve auto-
matically the problem of the computation of potential
integrals (which becomes a sum over the grid), provid-
ing a general method applicable to each particular case
without the need to adequate the integration scheme to
the chosen basis sets and to the functional form of the
potential.

3 Some case studies

3.1 Simulation of absorption spectra

The integration of some of the methodological proce-
dures described above allows to compute fully ab initio
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the absorption spectrum of large molecules in solu-
tion, without introducing any parameter, apart inho-
mogeneous broadening. When dealing with the very
demanding case of coumarin 153 in two solvents of
different polarity (cyclohexane and dimethylsulphox-
ide), the computed absorption spectra are in very good
agreement with the experimental ones [71,72]. The 0–0
transition energies computed in the gas phase by PBE0/
6-31G(d) and TD-PBE0/6-31G(d) calculations are
extremely close to their experimental counterparts. The
discrepancy between our computations and the experi-
ments is only ≈200 cm−1, confirming the reliability of
the vertical excitation energies and of the vibrational
frequencies provided by the TD-PBE0 method. The
presence in the cyclohexane spectra of two strong fea-
tures with a comparable intensity spaced by ≈ 1,300
cm−1 is reproduced by our PCM/TD-PBE0 computa-
tions. Finally, the computed cyclohexane → dimethylsul-
phoxide solvent shift is underestimated by just ≈ 300
cm−1 with respect to the result derived by the analy-
sis of the experimental spectra. Those results show that
solvent effects on the absorption spectra are reliably
treated by PCM/TD-DFT calculations.

As a further application of our methodological pro-
cedure, we present the computed spectra of parabenzo-
quinone in the gas phase and in DMSO.

In Fig. 3 we report the stick absorption spectrum, com-
puted in the Condon approximation (transition dipole
moments independent of the nuclear coordinates)
both in gas phase and in DMSO solution, for the S0 → S4
transition. It is a π–π∗ transition where the π∗ orbital
has mainly an antibonding character on the C−O bonds.
Possible non-adiabatic couplings have been neglected.
We performed geometry optimizations and frequency
analysis, for both the ground and excited states adopting
the DFT and TD-DFT method respectively, the PBE0
hybrid functional and the standard 6-31G(d) basis set.
Solvent has been described by the PCM method. The
spectrum has been computed for a thermal (T = 300K)
distribution of the initial states but when convoluted
with a Gaussian with HFHM = 0.01 eV it coincides with
the T = 0K spectrum, which we use for assignment
of the main bands. The DMSO spectrum is also con-
voluted with a broader Gaussian (HWHM = 0.1 eV)
to take into account the effect of solvent fluctuations.
Three main overlapping progressions can be individu-
ated that involve oscillators m6 (a squeezing of the ring
along the direction of the two C–O bonds), m18 (a sym-
metric bending of the four hydrogen atoms) and m26
(a symmetric stretching of the two C−O bonds and the
two parallel C–C ring bonds). The solvent modifies the
spectrum both shifting the band maximum and altering
its shape. We predict a solvent red shift of ≈0.18 eV
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Fig. 3 Computed absorption spectrum S0 → S4 of parabenzo-
quinone. a Stick spectrum in gas phase and its convolution with a
Gaussian with HWHM = 0.01 eV with the assignment of the main
bands (normal modes are named mX in the order of increas-
ing frequency, where X is the order number); b stick spectrum in
DMSO convoluted with the same Gaussian as in a (the assignment
of the main bands coincides with the gas phase case); c spectrum
in DMSO convoluted with two different Gaussians

(measured from the position of the 0–0 bands). Con-
cerning the spectrum shape, the progressions along the
m6 and m26 modes are enhanced in DMSO with respect
to gas phase. This feature can be traced back to the fact
that the shift in the equilibrium position of these two
modes is larger in DMSO than in gas phase due to the
combined effect of the electronic character of the tran-
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sition and the solvent polarity. As a consequence, the
intensity of the band with 1 quantum on the m26 mode
is 0.74 in gas phase and 0.83 in DMSO, and the order of
the intensities of the bands with 1 quantum on m18 and
2 quanta on m6 is reversed.

3.2 Interpreting ultrafast time-resolved experiments

In this section, we present some selected examples of the
usefulness of a complete characterization of the excited
state PES in order to interpret the results of femto-
second pump and probe experiments on molecules of
high biological and technological interests, namely, ura-
cil derivatives, stilbene derivatives and cyanines (see
Scheme 1).

Fluorescence upconversion experiments on uracil
derivatives have shown that the excited-state lifetimes
are dominated by an ultrafast (<100 fs) component, with
the exception of 5-substituted compounds, exhibiting
longer excited-state lifetimes. In analogy with the results
concerning other nucleobases [77–82], our calculations
indicate indeed that the key motion for the excited state
decay is the pyramidalization and out-of-plane motion
of the substituents on the C5 atom. A thorough anal-
ysis of the excited-state potential energy surfaces, per-
formed at the PCM/TD-DFT(PBE0) level, shows that
the energy barrier separating the local minimum on
the excited state surface from the conical intersection
increases going from uracil through thymine to 5-fluo-
rouracil, in line with the experimental lifetimes [67].

Another interesting result interpreted with the help
of PCM/TD-DFT computations concerns solvent effect
on excited state lifetimes of 5-fluouracil [83]. Experi-
ments show indeed that when going from water to aceto-
nitrile solution the fluorescence decay of 5FU becomes
three/four times faster. As shown in Fig. 4, computa-
tions suggest that this result is related to the opening
of an additional decay channel in acetonitrile solution
due to the crossing of the bright Sπ (π /π∗) state with an
underlying dark Sn (n/π∗) excited state. This channel is
closed in water, since the Sn state lies at higher energies
(see [84]).

When applied to stilbene and stilbene derivatives
(the so-called stiff stilbenes), our computational analy-
sis indicates that the photoisomerization process before
barrier crossing occurs on the HOMO → LUMO bright
state (BHL) [85]. Contrary to previous suggestions based
on CASPT2 results (see Fig. 5) [86], the role played by
other single-excitation states appears instead negligible.
The second state B− is erroneously the lower one at
the CASPT2 level, and is close to BHL at MS-CASPT2
level [86]. At the TD-PBE0 level B− is ≈ 0.6 eV above

BHL, as it happens for stiff stilbene (stiff2) in agree-
ment with experimental results [87]. The relative energy
barriers on the isomerization paths are consistent with
the experimental excited-state lifetimes, supporting the
reliability of our results.

A thorough inspection of the ground and the excited
states of cyanine NK88 [88] allowed to get significant
insights on its short-time (≈1/10 ps) [89] and long-time
(≈10/1,000 ps) photophysical behavior [90]. The exis-
tence of three possible isomers for this cyanine (trans,
cis, d-cis), indicated by our PBE0/6-31G(d) results, is
the most straightforward way to explain bi-exponential
decay of the 400 and 460 nm signals, as due to the ther-
mal coupled back-reactions d-cis → cis → trans on the
S0 surface.

The short-time dynamics are also governed by two
timescales: a shorter one, decaying with less than 2 ps
and a longer one with about 9 ps. Inspection of the
excited state surfaces suggests that this feature is related
to the existence of two competing paths differing in the
molecular twisting on the excited surface after photoex-
citation.

3.3 Determining ET and DET rate constants

Marcus equation 3 represents a cornerstone for the cal-
culation of the rate constants for thermal ET and DET
involving weakly coupled donor (D) and acceptor (A)
sites [91].

kET = 2π

h̄

H2
DA√

4πλkBT

[
exp

(
−�G†

kBT

)]
(3)

The reorganization free energy λ is usually computed
by considering the energy of the product state when the
intramolecular and the solvent degrees of freedom are
those of the reactant state minimum.

The well-known Marcus equation is usually employed
to compute the activation free energy �G†:

�G† =
(
�G0 + λ

)2

4λ
, (4)

where �G0 is the free-energy difference between the
reactants

Finally, the most used model for determining HDA
(the D/A electronic coupling HDA) is probably the
Mulliken–Hush model, whose key relationship is [94]:

HDA = µa
12�Ea

12

�µd
DA

, (5)
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Fig. 4 Computed PES of the
Sπ Sn states connecting the
FC and the minimum of Sπ

for 5fluorouracil in
acetonitrile and
5fuorouracil·4H2O in water
solution. The 3N-6
coordinates are grouped in
“in-plane” and “out-of-plane”
degrees of freedom, with
substantial contribution of the
C5–C6 bond stretching and
C2–N3–C4–C5 dihedral
torsion, respectively

Fig. 5 Vertical excitation
energies (VEE) for the cis
and trans isomers of stilbene
and stiff stilbene. The 0–0
experimental bands are also
reported and compared, for
cis-stilbene, with the
computed adiabatic energy
difference (AED). For
trans-stilbene the TD-PBE0
VEE are compared with
those obtained at CASPT2
and MS-CASPT2 level [86]
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where �µd
DA corresponds to the dipole moment shift

�µd
DA =

[(
�µa

12

)2 + 4
(
µa

12

)2
] 1

2 (6)

whereas �Ea
12 and µa

12 are the adiabatic vertical tran-
sition energy and the transition dipole moment. In the
case of thermal ET, at the transition state, Eq. 5 reduces
to

HDA = �Ea
12

2
. (7)

It is thus clear that the knowledge of excited state prop-
erties [95–98] is very important for computing the key
factors determining the ET rate. In two recent papers,

we have shown that all the ingredients necessary to com-
pute ET and DET rates in solution from first principle
calculations are nowadays available [99,100].

We have applied our integrated PCM/PBE0/PCM/
TD-PBE0 computational procedure to the study of a
donor–bridge–acceptor system, where a phthalimide
and a peroxo moiety acts as donor and acceptor, respec-
tively, while the bridge is composed by α amino-
isobutyric acid (Aib) peptide units. The computed values
for �G†, HDA, and λ are in good agreement with the esti-
mates obtained by experiments. For the compound con-
taining one peptide unit, the computed (log kET = 4.20)
and the experimental (log kET = 4.70) DET rates are
remarkably close. Furthermore, our calculations predict
that when one Aib unit is added to the bridge, the DET
rate drops by 3.5 ∼ 4.1 log units, in nice agreement with
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the experimental results (4.5 log units)[99,100]. Those
results seem to indicate that it is now possible to reli-
ably compute of ET and DET rates in large size systems
without using any “ad hoc” empirical parameter.

3.4 Unveiling dynamical features

Exact quantum dynamics on restricted-dimensionality
potential surfaces derived from accurate electronic cal-
culations can be very important in unveiling the mech-
anism of ultrafast chemical processes. As an example, a
study on a 2D model for the photoisomerization of the
protonated Schiff basis of the retinal [101] chromofore
has provided a plausible explanation for the bi-expo-
nential depletion of its excited S1 population [13]. Here
we show some results on an idealized 2D model for
the Sπ/Sn interaction effect on the depletion of the Sπ

excited population of 5fluorouracil (see Fig. 1) in aceto-
nitrile.

Figure. 4 indicates that just after the excitation on the
Sπ state, there is a very scarce driving force to remov-
ing the planar configuration (actually notice that at the
FC point, indicated by the yellow spot, the Sπ surface
is bound along the out-of-plane coordinate, though very
slightly). Further exploration of the PES along planar
coordinates [84] confirms that the initial motion pre-
serves the planarity and can be described by a single
collective coordinate r, mainly coinciding with the C5C6
bond stretching (notice that r is partially different from
the in-plane coordinate in Fig. 4 inasmuch r leads to a
planar stationary point on Sπ while the coordinate in
Fig. 4 leads to its the non-planar absolute minimum).
On the other side, qualitative arguments indicate that
Sπ and Sn states do not interact at planar configura-
tions [102] and that the coupling among these diabatic
surfaces must depend on a non-planar coordinate [77].
On the ground of these considerations a basic model
for the initial dynamics after FC preparation on Sπ

can be restricted in two coordinates r and φ. Here we
show some preliminary results on the following ideal-
ized model:

H(r, φ) = Hπ(r, φ)|Sπ〉〈Sπ |
+ Hn(r, φ)|Sn〉〈Sn| + Hnπ(r, φ)(|Sn〉〈Sπ | + c.c.) (8)

Hn(r, φ) = 1
2

mrω
2
r (r − rn)2 + 1

2
mφω2

φφ2 (9)

Hπ(r, φ) = 1
2

mrω
2
r (r − rπ )2 + V2(φ) + V4(φ)S(r)

1 + S(r)
(10)

V2(φ) = 1
2

mφω2
φφ2 (11)

V4(φ) = 1
2

mφ(ω2
2φφ2 + ω2

4φφ4) (12)

Hnπ(φ) = Cφ exp(−φ2). (13)

The Hπ profile along φ changes as a function of r
(through the switching function S(r) = exp[ar2]) from
a parabola V2 in the FC region to a double-well V4 in
the proximity of the stationary point on Sπ . This feature
is introduced as a limit case of the situation in the real
molecule where according to our calculations the path
to distort the planarity is practically closed at FC (see
Fig. 4) while it opens after a planar motion along r [84].
Hn is simply a 2D paraboloid, whose minimum is located
at zero along the non-planar coordinate φ. This is in par-
tial disagreement with respect to Fig. 4 (where Sn has a
minimum at φ ≈ 20◦) and represents a limit case where
the population transfer Sπ → Sn is more difficult than
what it should be in the real molecule. The coupling Hnπ

depends on the non-planar coordinate φ and has the sim-
plest functional form with the right symmetry (linear at
the crossing point) and then is damped at large φ val-
ues to avoid non-physical strong coupling away from it.
We work in mass-weighted coordinates and the param-
eters of the model are determined so to approximately
fit our TDDFT results of [84] (ωr=1,600 cm−1, ωφ = 300
cm−1, Hp frequency along φ in the absolute minimum
420 cm−1, rπ =1.43 Å, rn=1.38 Å, rFC = 1.346 Å). The two
resulting adiabatic surfaces S1 and S2, respectively, are
shown in Fig. 6. The system is prepared at time t = 0
by an instantaneous FC excitation S0 → Sπ and Fig. 6
reports the time-dependent population in the state Sn
as a function of the coupling factor C in Eq. 8.

It can be seen that already moderate couplings move
some population in the dark Sn state, even in the pres-
ent over-simplified model where (i) the region of the
interaction between Sπ and Sn is more limited than that
in the real molecule (because the energy gap at φ �= 0◦
between Hn and Hp is larger than the one in the real
molecule between Sn and Sπ) and (ii) Sn has no channel
to drive away the population from the crossing region
(as it could be an Sn/S0 conical intersection). On the
contrary, no Sπ → Sn population transfer is possible in
water where the two Sπ and Sn surfaces do not cross.
These results are in line with the fact that the Sπ fluores-
cence decays more slowly in water than in acetonitrile.

4 Concluding remarks

In this paper, we have summarized the main features
of our methodological approach to the characterization
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Fig. 6 2D plot of the conical intersection among the S1 and S2
excited states in the 2D model of 5f-uracil for the case C = 0.05 eV
in Eq.8. Time evolution of the population of the Sn state

of the excited state properties of large molecules in
solution, reporting some examples of its application to
the study of processes of technological or biological
interest. Our reference methods for electronic calcula-
tions are PBE0 and TD-PBE0, while bulk solvent effect
is included by the PCM. On the other hand, it is impor-
tant to highlight that this can be often considered only
the starting and explorative approach: when dealing
with complex phenomena like those involving excited
states in reactive processes in solution it is important to
adopt a flexible strategy, each time selecting the most
suitable approach to the process under examination.

It is possible to highlight other general features of our
theoretical approach:

1. Tackling molecules as similar as possible to those
examined by the experimentalists, limiting the use
of simplified models. Although theoretical studies
on small model systems have allowed a fundamen-
tal advance in the knowledge of the basic mecha-

nisms and processes involved in the excited-state
reactivity, it is very important to understand how
these basic mechanisms and processes apply in rel-
atively large molecules, as often happens for the
molecules of technological and biological interests.

2. Analogously, studying the processes in the condi-
tion as similar as possible to that experienced dur-
ing experiments. In this respect, it is important to be
able to treat systems in the condensed phase rather
than in the gas phase. Only integrating experimen-
tal and computational results it is possible to fully
understand complex phenomena; it is thus impor-
tant to bridge the gap between the molecules/pro-
cesses studied in silico and those examined in vitro
or in vivo.

3. If possible, examining the behavior of all the elec-
tronic states potentially interacting with the excited
state of interest and exploring the widest portion
of the PES as possible. The dynamics can be dra-
matically influenced by small couplings between the
excited states as well as by the “exact” shape of the
PES.

4. Even if keeping in mind that it is not always pos-
sible that the same approach is suitable for differ-
ent processes, always preferring easy and conceptual
transferable approaches, limiting the use of “ad hoc
parameters” and recipes.

5. Coupling computations with the maximum degree
of accuracy attainable with explanations in terms
of basic and general chemico-physical effects. The
dynamical behavior and final outcome of processes
involving excited states depend on the composition
of many subtle effects and are extremely sensible to
small energy variation (also ≤1 kcal): it is thus nec-
essary to get as close as possible to the so-called
chemical accuracy. On the other hand, resorting
to the conceptually simple but powerful traditional
tools of the theoretical chemistry (such as molec-
ular orbitals and population analysis) makes eas-
ier to infer general and transferable information on
the driving forces of the excited state reactions and
on the physical–chemical effects that can influence
them.

6. Trying to define reduced dimensionality models,
based on accurate electronic calculation, for QD
studies. There is an extensive literature of QD stud-
ies on model systems with simple potentials (i.e. qua-
dratic), mostly suited for photophysical relaxation
processes. Nowadays, the increased reliability of
accurate electronic calculations allows to character-
ize the true potential surfaces leading to excited-
state reactions in real molecules, showing unusual
features like wide plateaux, long and curved
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intersection lines, large amplitude motions, etc. As a
consequence there is room and need for extensive
QD model investigations on these complex-topology
surfaces to enquire their dynamical consequences,
and how they are modified by environmental effects.
Coupling the information obtainable with this
approach to the ones from on-the-fly full-coordinate
classical trajectory studies, it is probably at hand to
get great progress in understanding ultrafast excited
state dynamics of real molecules.

In all the examples reported, we have always tried
to conform to the above guidelines and we think that
it is now possible to perform dynamical studies on the
ground of PES computed in the condensed phase with
a high degree of accuracy.

The continuous advance in the computational meth-
ods makes also likely that in the near future on-the-fly
dynamics based on PCM/TD-DFT calculations will be
an interesting alternative.

Notwithstanding all the progress of the QM method,
further refinements are obviously in order to treat ab
initio the large majority of processes occurring within
systems as large as proteins or nanotechnology devices.
A possible strategy to tackle those cases it is to define
first what portion of the whole system has to be treated
at the QM level; once a suitable subsystem has been
tailored, the effect of the remaining part of the system
can be easily included in the models we have presented
by using the standard recipes of mixed QM/MM meth-
ods.[18–21,103–107] On the balance, all the reported
results thus suggest that an accurate time-resolved
dynamical description of the excited state processes in
systems of technological and biological interest is at
hand.
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